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Copyright and Trademarks

The information of the products in this manual is subject to change 
without prior notice and does not represent a commitment on the part 
of the vendor, who assumes no liability or responsibility for any errors 
that may appear in this manual. All brands and trademarks are the 
properties of their respective owners. This manual contains materials 
protected under International Copyright Conventions. All rights 
reserved. No part of this manual may be reproduced in any form or by 
any means, electronic or mechanical, including photocopying, without 
the written permission of the manufacturer and the author. 

FCC Statement

This equipment has been tested and found to comply with the lim-
its for a Class B digital device, pursuant to part 15 of the FCC Rules. 
These limits are designed to provide reasonable protection against in-
terference in a residential installation. This equipment generates, uses, 
and can radiate radio frequency energy and, if not installed and used 
in accordance with the instructions, may cause harmful interference to 
radio communications. However, there is no guarantee that interfer-
ence will not occur in a particular installation.

Manufacturer’s Declaration for CE Certification 

We confirm ARC-8050E has been tested and found comply with the 
requirements set up in the council directive on the approximation of 
the low of member state relating to the EMC Directive2004/108/EC. 
For the evaluation regarding to the electromagnetic compatibility, the 
following standards where applied:

EN 55022: 2006, Class B
EN 61000-3-2: 2006
EN 61000-3-3: 1995+A1: 2001+A2: 2005

EN 55024:1998+A1:2001=A2:2003
     IEC61000-4-2: 2001
     IEC61000-4-3: 2006
     IEC61000-4-4: 2004
     IEC61000-4-5: 2005
     IEC61000-4-6: 2006
     IEC61000-4-8: 2001
     IEC61000-4-11: 2004
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1. Introduction

This section presents a brief overview of the 6Gb/s SAS RAID storage, 
ARC-8050E. (External PCIe 3.0 to 6Gb/s SAS RAID storage)

1.1 Overview

SAS 2.0 is designed for much higher speed data transfer than pre-
vious available and backward compatibility with SAS 1.0. The
6Gb/s SAS interface supports both 6Gb/s and 3Gb/s SAS/SATA disk 
drives for data-intensive applications and 6Gb/s or 3Gb/s SATA 
drives for low-cost bulk storage of reference data. The ARC-8050E 
includes 8 internal SAS ports. With innovative new ROC 6Gb/s 
SAS feature and support for SATA, SAS and SSDs, the ARC-8050E 
provides powerful small-workgroup server, power users and con-
sumers with superior levels performance and enterprise level data 
protection for external storage.The world today, large amounts of 
arrays data needs by the Professional content creation application 
for video editing, capturing or transferring video, managing 3D 
graphics design, producing video presentations and regularly data 
backup. ARC-8050E external PCIe RAID storage is the best solu-
tion.

Areca provides customers’ scalability and flexibility by supporting 
external PCIe Generation 3 RAID storage. This RAID storage al-
lows for cabled-system extensions to external PCIe subsystems, 
meeting the needs for server expansion I/O to locate external to 
the main system. This controller utilizes the same RAID kernel that 
has been field-proven in existing external RAID controller products, 
allowing Areca to quickly bring stable and reliable ARC-8050E PCIe 
3.0 6Gb/s SAS RAID storage to the market.

Unparalleled Performance
 
The ARC-8050E raises the standard to higher performance lev-
els with several enhancements including new high performance 
dual core ROC Processor, a DDR3-1333 memory architecture and 
high performance PCIe 3.0 x8 lane host interface bus intercon-
nection. The controller by default supports on-board 1GB of ECC 
DDR3-1333 SDRAM memory. The optional battery backup module 
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provides power to the cache if it contains data not yet written to 
the drives when power is lost. The test result is against overall 
performance compared to other 6Gb/s SAS RAID controllers. The 
powerful new ROC processors integrated 8 6Gb/s SAS ports on chip 
delivers high performance for servers and workstations.
 
Unsurpassed Data Availability

As storage capacities continue to rapidly increase, users need
greater level of disk drive fault tolerance, which can be implement-
ed without doubling the investment in disk drives. The RAID
6 can offer fault tolerance greater that RAID 1 or RAID 5 but only
consumes the capacity of 2 disk drives for distributed parity data.
The ARC-8050E external PCIe RAID storage with extreme perfor-
mance RAID 6 engine installed provide the highest RAID 6 feature 
to meet this requirement. The controller can concurrently compute 
two parity blocks and get very similar RAID 5 performance.
 
The ARC-8050E can also provide RAID levels 0, 1, 1E, 3, 5, 6, 10, 
30, 50, 60, Single Disk or JBOD for maximum configuration flexibil-
ity. Its high data availability and protection derives from the follow-
ing capabilities: Online RAID Capacity Expansion, Array Roaming, 
Online RAID Level / Stripe Size Migration, Global Online Spare, Au-
tomatic Drive Failure Detection, Automatic Failed Drive Rebuilding, 
Disk Hot-Swap, Online Background Rebuilding, Instant Availability/
Background Initialization, Auto Reassign Sector, Redundant Flash 
Image and Battery Backup Module. Greater than Two TB Support 
allows for very large volume set application in 64-bit environment 
such as data-mining and managing large databases.
  
Maximum Interoperability

The ARC-8050E supports broad operating system including Win-
dows 8/2012/7/2008/Vista/XP/2003, Linux (Open Source), Free-
BSD (Open Source), Solaris (Open Source), Mac, VMware and 
more, along with key system monitoring features such as enclosure 
management and SNMP function. Our products and technology are 
based on extensive testing and validation process; leverage Areca 
SAS or SATA RAID controller field-proven compatibility with operat-
ing systems, motherboards, applications and device drivers.
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Easy RAID Management

The controller contains an embedded McBIOS RAID manager that
can access via hot key at M/B BIOS boot-up screen. This pre-boot 
McBIOS RAID manager can use to simplify the setup and manage-
ment of RAID controller. The controller firmware also contains a 
browser-based McRAID storage manager which can be accessed 
through the Ethernet port or ArcHttp proxy server in Windows, 
Linux, FreeBSD and more environments. The McRAID storage man-
ager allows local and remote to create and modify RAID set, vol-
ume set, and monitor RAID status from standard web browser. The 
Single Admin Portal (SAP) monitor utility can support one applica-
tion to scan multiple RAID units in the network.  
  

1.2 Features

Controller Architecture
• Dual Core RAID-on-Chip (ROC) 800 MHz processor
• 1GB on-board DDR3-1333 SDRAM with ECC 
• Write-through or write-back cache support
• Support up to 8 internal 6Gb/s SAS ports
• Multi-adapter support for large storage requirements
• BIOS boot support for greater fault tolerance
• BIOS PnP (plug and play) and BBS (BIOS boot specification)
 support

• Support EFI BIOS for Mac Pro
• NVRAM for RAID event & transaction log
• Redundant flash image for controller availability
• Battery Backup Module (BBM) ready (Option)
• RoHS compliant

RAID Features
• RAID level 0, 1, 10(1E), 3, 5, 6, 30, 50, 60, Single Disk or JBOD
• Multiple RAID selection
• Online array roaming
• Offline RAID set
• Online RAID level/stripe size migration
• Online capacity expansion and RAID level migration simultane-  
   ously
• Online volume set growth
• Instant availability and background initialization
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• Support global and dedicated hot spare
• Automatic drive insertion/removal detection and rebuilding
• Greater than 2TB capacity per disk drive support 
• Greater than 2TB per volume set (64-bit LBA support)
• Support intelligent power management to save energy and
extend service life
• Support NTP protocol synchronize RAID controller clock over the  
 on board Ethernet port 

Monitors/Notification
• System status indication through individual activity/fault LED, 
LCD and alarm buzzer
• SMTP support for email notification
• SNMP support for remote manager
• Enclosure management ready

Drive Support
• Up to 8 x 6Gb/s SAS/SATA/SSD

Host Connection
• External PCIe 3.0 x8 lane host interface 

RAID Management
• Field-upgradeable firmware in flash ROM

In-Band Manager
• Hot key "boot-up" McBIOS RAID manager via M/B BIOS
• Web browser-based McRAID storage manager via ArcHttp proxy
  server for all operating systems
• Support Command Line Interface (CLI)
• API library for customer to write monitor utility
• Single Admin Portal (SAP) monitor utility

Out-of-Band Manager
• Firmware-embedded web browser-based McRAID storage man-
  ager, SMTP manager, SNMP agent and Telnet function via  
  Ethernet port
• API library for customer to write monitor utility
• Support push button and LCD display panel (option)
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Operating System
• Windows 8/2012/7/2008/Vista/XP/2003
• Linux 
• FreeBSD
• VMware
• Solaris 10/11 x86/x86_64
• Mac OS 10.4.x/10.5.x/10.6.x/10.7.x/10.8.x
 (For latest supported OS listing visit http://www.areca.com.tw)

Mechanical Specifications
• Form Factor:                   Compact – 8 Disk Compact Tower
• Operation temperature:   0° ~ 40°C
• Operation humidity:        5 ~ 95 %, Non-condensing
• Cooling Fan:                   2 x 2700rpm/0.135A Brushless Fan
• Power Supply/In/out:      270W / 90-256V AC / +12V/26A,    
                                       +5V/18A, +3.3V/16A 
• Dimension (W x H x D):  146 x 302 x 290 mm 
                                       (5.7 x11.8 x 11.4 in)
• Weight (Without Disk):    14.9 lbs / 6.8Kg 
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2. Hardware Installation
This section describes how to install the ARC-8050E external PCIe 
RAID storage with host computer and disks.

2.1 Before You First Installing

Thanks for purchasing the ARC-8050E as your RAID data storage. 
The following manual gives simple step-by-step instructions for 
installing and configuring the ARC-8050E RAID storage.

Unpack
Unpack and install the hardware in a static-free environment. 
ARC-8050E RAID storage is packed inside an anti-static bag be-
tween two sponge sheets. Remove it and inspect it for damage. If 
the ARC-8050E RAID storage appears damaged, or if any items of 
the contents listed below are missing or damaged, please contact 
your dealer or distributor immediately.

Checklist
• 1 x ARC-8050E 8-bays RAID storage unit
• 1 x ARC-1606 host bus to PCIe expansion cable adapter
• 1 x Installation CD – containing driver, relative software, an   
   electronic version of this manual and other related manual 
• 1 x RJ-45 LAN cable
• 1 x Power cord
• 32 x Drive mounting screws (4 per drive tray)
• 1 x Quick start guide 

System Requirement
The ARC-1606 host bus to PCIe expansion cable adapter can be 
installed in a universal PCIe slot and requires a motherboard that:

• Comply with the PCIe 2.0 x8 lanes
It can work on the PCIe 2.0 x1, x4, x8, and x16 signal with x8 or 
x16 mechanical slot M/B.

• Backward-compatibe with PCIe 1.0
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2.2 RAID Storage View

The following diagram is the ARC-8050E RAID storage front view 
and rear view.

Front View Rear View

1. Disk Activity LED
2. Disk Fault/Link LED
3. LCD Panel with Keypad 

4. System Fan1
5. ePCIe Connector
6. LAN Port (For McRAID Web 
    Manager) 
7. Reset Button
8. System Fan2
9. Power Connector 
10. Power Supply Fan
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2.3 Locations of the Storage Component
 
The following describes the activity and fault LED location and 
function.

2.3.1 Drive Tray LED Indicators

Figure 2-1, Activity/Fault LED for ARC-8050 RAID Storage

Tray LED Normal Status Problem Indication

1. Activity 
LED (Blue)

When the activity LED is illumi-
nated, there is I/O activity 
on that disk drive. When the 
LED is dark; there is no activity 
on that disk drive. 

N/A

2. Fault/Link 
LED (Red/
Green)

When the fault LED is solid 
illuminated, there is no disk 
present.

When the link LED is solid 
illuminated, there is a disk 
present. 

When the fault LED is off, 
that disk is present and status 
is normal. 
When the fault LED is slow 
blinking (2 times/sec.), that 
disk drive has failed and 
should be hot-swapped imme-
diately. When the activity LED 
is illuminated and fault LED is 
fast blinking (10 times/sec.) 
there is rebuilding activity on 
that disk drive.

The following table describes the RAID storage disk drive tray LED 
behavior.
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Panel LED Normal Status Problem Indication

1. Power LED
    (Green)

Solid green, when power on Unlit, when power on

2. Busy LED
   (Amber)          

Blinking amber during host ac-
cesses RAID storage

Unlit or never flicker

3. Caution LED
    (Red)

Unlit indicates that the RAID 
storage and all its components 
are operating correctly.

Solid indicates that one or 
more component failure/Ur-
gent events have occurred.

The following table provides a summary of the front panel LED.

2.3.2 LCD Panel LED Indicators

There are a variety of status conditions that cause the RAID stor-
age panel monitoring LED to light. The front panel LCD comes 
with three (3) status-indicating LEDs. The LEDs on the front panel 
are defined, from top to bottom, Power, Busy, and Caution, as 
shown in Figure 2-2.

Figure 2-2, LCD Panel LED for ARC-8050E RAID storage

2.4 Installation

Use the following instructions below to install an external PCIe 3.0 
6Gb/s SAS RAID storage (ARC-8050E). 

Step 1. Unpack
Unpack and remove the ARC-8050E RAID storage unit and ARC-
1606 from the package. 

Step 2. Power PC/Server Off
Turn off host computer and remove the AC power cord. Remove 
the system’s cover. For the instructions, please see the computer 
system documentation.
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Step 3. Install the Drives in the ARC-8050E RAID Storage
 
1. Gently slide the drive tray out from the ARC-8050E RAID   
    storage.
2. Install the drive into the drive tray and secure the drive to 
    the drive tray by four of the mounting screws.  

          Figure 2-3, Secure the drive to the drive tray

Figure 2-4, Slide drive tray back into the ARC-8050E RAID storage

3. After all drives are in the drive tray, slide all of them back  
    into the ARC-8050E RAID storage and make sure you latch the 
    drive trays. 

Step 4. Adding a Battery Backup Module (optional)

Please refer to Appendix B for installing the BBM in your ARC-
8050E RAID storage.

Step 5. Install the PCIe Expansion Cable Adapter 

The ARC-1606 expands a x8 PCI Express 2.0 (PCIe 2.0) slot in a 
host PC to additional PCIe slot by extending the host bus over a 
high speed PCI-SIG specified data cable. This cable connects to a 
ARC-8050E at speeds of 32Gbps.
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Figure 2-5, Insert ARC-1606 into a PCIe slot

To install the ARC-1606 host bus to PCIe expansion cable adapter, 
remove the mounting screw and existing bracket from the rear 
panel behind the selected PCIe slot. Align the gold-fingered edge 
on the card with the selected PCIe slot. Press down gently but 
firmly to ensure that the card is properly seated in the slot, as 
shown in Figure 2-5. Then, screw the bracket into the computer 
chassis.

ARC-1606 host bus to PCIe expansion cable adapter requires a 
PCIe 2.0/3.0 x8 slot for better performance.

Step 6. Connecting RAID Storage to Expansion Adapter 

The external PCIe host connector is provided on the back of the 
ARc-8050E for connecting the array to server ARC-1606 host bus 
to PCIe expansion cable adapter. 
By installing PCIe expansion cable adapter and ARC-8050E RAID 
storage using the correct external cables which is included in your 
ARC-8050E RAID storage kits. Then connect ARC-8050E RAID 
storage and ARC-1606 host bus to PCIe expansion cable adapter 
as shown below:
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Figure 2-6 Connect ARC-8050E SAS RAID storage and ARC-1606 

Step 7. Connecting Monitor Port (option)

The ARC-8050E RAID storage is normally delivered with LCD pre-
installed. You can connect LAN port to the manager clinet system. 
It is easy to configure and manage the RAID storage from the clint 
system. 

• LAN Port Connection

The ARC-8050E RAID storage has embedded the TCP/IP & web 
browser-based RAID manager in the firmware(method 2). User can 
remote manage the RAID storage without adding any user specific 
software (platform independent) via standard web browsers 
directly connected to the 10/100Mbits RJ45 LAN port. Connect 
Ethernet port of the ARC-8050E using the included Ethernet cable 
and then to a LAN port or LAN switch. 

Step 8. Power Up the RAID Storage

To power the RAID storage:

1. Using the included power cord, connect this power cord to a 
grounded electronical outlet and to the ARC-8050E RAID storage.
2. ARC-8050E RAID storage will turn on automatically when host 
computer with the power on is received by the ARC-8050E. It takes 
about 30 seconds to fully start up the RAID storage.
3. ARC-8050E RAID storage automatically turns off when host com-
puter power off is detected by the ARC-8050E. 
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Note: 

User can press and hold the “Reset” button 3 seconds to
turn on/off the RAID storage AC power. 

When you are finished installing the ARC-8050 RAID storage, you 
can set up the RAID volume using McBIOS RAID manager, McRAID 
storage manager or LCD to set up RAID volumes.

Step 9. Turn on Host Computer Power 

Safety checks the installation. Connect all power code. Turn on the 
AC power switch at the rear of host computer then press the power 
button at the front of the host computer.

Step 10. Install the Controller Driver  

For a new system:
• Driver installation usually takes places as part of operating sys-
tem installation. Please refer to Chapter 4 of “Diver Installation” for 
the detailed installation procedure on ARC-8050E user manual. 

For an existing system: 
• To install the controller driver into the existing operating system.  
For the detailed installation procedure, please refer to the Chapter 
4 of “Driver Installation” on ARC-8050E user manual.

Figure 2-7, Connect the power cord to a grounded electrical outlet 
and to the ARC-8050E RAID storage
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Step 11. Install ArcHttp Proxy Server  

The ARC-8050E firmware has embedded the web-browser McRAID 
storage manager. ArcHttp proxy server will launch the web-
browser McRAID storage manager. It provides all of the creation, 
management and monitor ARC-8050E RAID storage status. Please 
refer to the Chapter 5 for the detail “ArcHttp Proxy Server Instal-
lation”. For SNMP agent function, please see Appendix C of “SNMP 
Operation & Installation” on ARC-8050E user manual. 

Step 12. Configure Volume Set  

The ARC-8050E RAID storage is normally delivered with LCD 
pre-installed. Your ARC-8050E RAID storage can be configured 
by using  the LCD with keypad, McBIOS RAID manager (terminal 
emulation) or LAN port. Please refer to Chapter 3, “McBIOS RAID 
Manager”, for the detail. The RAID controller can also be config-
ured through the McRAID storage manager with ArcHttp proxy 
server installed, LCD module (refer to ARC-8050_LCD manual) or 
through on-board LAN port. For this option, please refer to Chap-
ter 6 of “Web Browser-Based Configuration” on ARC-8050E user 
manual.
• Method 1: External PCIe Connection (McBIOS RAID Manager)
The ARC-8050E RAID storage can be configured via a BIOS start 
up McBIOS manager. The McBIOS RAID manager is firmware-
based and is used to configure RAID sets and volume sets. Be-
cause the utility resides in the ARC-8050E RAID storage firmware, 
operation is independent of any operating systems on your com-
puter. For additional information on using the BIOS on-screen to 
configure the RAID subsystem see Chapter 3 of “BIOS Configura-
tion” on ARC-8050E user manual.

• Method 2:External PCIe Connection (McRAID Storage Manager
You’re now ready to use the McRAID storage manager to set up 
RAID volumes. Your ARC-8050E RAID storage can be configured 
by using McRAID storage manager (launched by ArcHttp proxy 
server). ARC-8050E RAID storage has embedded the TCP/IP & web 
browser-based RAID manager in the firmware. User can use the 
standard web browsers to manage the RAID storage using Archttp 
proxy server installed. For additional information on using the 
McRAID storage manager to configure the RAID storage see Chap-
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Step 13. Format, Partition and Mount the ARC-8050E RAID 
Storage Volumes

After the volume set is ready for system accesses, it needs to be 
partitioned, formatted, and mounted by the operating system. 
There are various steps, depending on what operating system you 
are using (Windows, Linux, FreeBSD or Mac, etc.). Detailed steps 
for each operating system are provided on their disk utility. After 
that, the ARC-8050E RAID storage can be fully used.
 

ter 6 of “Web Browser-Based Configuration” on ARC-8050E user 
manual.

• Method 3: LAN Port Connection ( McRAID storage manager)
The ARC-8050E RAID storage has embedded the TCP/IP & web 
browser-based RAID manager in the firmware. User can remote 
manage the RAID storage without adding any user specific soft-
ware (platform independent) via standard web browsers directly 
connected to the 10/100Mbits RJ45 LAN port. For additional infor-
mation on using the LAN port to configure the RAID subsystem see 
Chapter 6 of “Web Browser-Based Configuration” on ARC-8050E 
user manual.

• Method 4: Front LCD Panel with Keypad 
You can use LCD front panel and keypad function to simply cre-
ate the RAID volume. The LCD status panel also informs you of 
the disk array’s current operating status at a glance. For additional 
information on using the LCD to configure the RAID storage see 
the ARC8050_LCD manual on the shipping CD. The LCD provides a 
system of screens with areas for information, status indication, or 
menus. The LCD screen displays up to two lines at a time of menu 
items or other information. 
The LCD initial screen is shown as the following:
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Step 14. Determining the Boot Sequences 

ARC-8050E RAID storage is a bootable device. You can use it as 
primary boot drive or secondary storage drive. If your system 
already contains a bootable device with an installed operating 
system, you can set up your system to boot a second operating 
system from the new ARC-8050E RAID storage volume.

For PC system:
To add a second bootable controller, you may need to enter setup 
of motherboard BIOS and change the device boot sequence so 
that the new ARC-8050E RAID storage volume heads the list. If 
the system BIOS setup does not allow this change, your system 
may be not configurable to allow the new ARC-8050E RAID stor-
age volume to act as a second boot device.

For Apple Mac Pro system:
Apple MacPro computer officially supports only EFI booting for 
Mac OS X. Since ARC-8050E has supported the EFI BIOS function, 
you can add RAID storage volume(s) on Apple MacPro computers 
bootable devices listed. You can follow the following procedures to 
add RIAD storage volume(s) on all bootable devices listed.

(1). Upgrade the EFI BIOS from shipping <CD-ROM>\Firmware\
Mac\ directory or from the www.areca.com.tw, if the control-
lers default ship with a legacy BIOS for the PC. Please follow the 
Appendix A Upgrading Flash ROM Update Process to update the 
legacy BIOS to EFI BIOS for Mac Pro to boot up from ARC-8050E 
RAID storage volume.

(2). Ghost (such as Carbon Copy Cloner ghost utility) the Mac OS 
X 10.6.x, 10.7.x or 10.8.x system disk on Apple MacPro comput-
ers to the external ARC-8050E RAID storage volume. Carbon Copy 
Cloner is an archival type of back up software. It lets you make 
complete Mac OS X system images of hard drives on your Mac 
and stores the images on an ARC-8050E RAID storage volume like 
an other hard drive. Since Mac OS X 10.8.x has inbox (or in ker-
nel) driver support for ARC-8050E, you can directly install OS X 
Mountain Lion on ARC-8050E RAID storage volume.

This is the Carbon Copy Clone website:
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http://www.bombich.com/software/ccc.html

(3). Start up the Apple MacPro computers and hold the “Option” 
key to bring up a simple interface that will list available boot de-
vices. Apple MacPro computers will get the blank screen before 
RAID storage’s volume in the bootable devices listed. You can use 
the mouse or the keyboard to select a device to boot into.

2.5 Summary of the installation

The software components configure and monitor the ARC-8050E as 
following table.

Configuration Utility Operating System Supported

McBIOS RAID Manager OS-Independent

McRAID Storage Manager
(Via Ethernet port)

OS-Independent

McRAID Storage Manager
(Via Archttp proxy server)

Windows 7/2008/Vista/XP/2003, Linux, 
FreeBSD, Solaris and Mac

SAP Monitor (Single Admin Portal to 
scan for multiple RAID units in the net-
work, via ArcHttp proxy server)

Windows 7/2008/Vista/XP/2003

SNMP Manager Console Integration Windows 7/2008/Vista/XP/2003, Linux 
and FreeBSD 

The flow chart below describes the installation procedures for ARC-
8050E RAID storage. 

These procedures include hardware installation, the creation and 
configuration of a RAID volume through the McBIOS/McRAID man-
ager, OS installation and installation of new ARC-8050E RAID stor-
age volume software.
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McRAID Storage Manager

Before launching the firmware-embedded web server, McRAID 
storage manager through the PCIe bus, you need first to install 
the ArcHttp proxy server on your server system. If you need ad-
ditional information about installation and start-up of this function, 
see Chapter 6 of  “McRAID Storage Manager” on ARC-8050E user 
manual.

SNMP Manager Console Integration
 

There are two ways to transport SNMP data on the ARC-8050E 
RAID storage: in-band PCIe host bus interface or out-of-band built-
in LAN interface. Enter the “SNMP Tarp IP Address“ option on the 
firmware-embedded SNMP configuration function for user to select 
the SNMP data agent-side communication from the out-of-band 
built-in LAN interface. To use in-band PCIe host bus interface, keep 
blank on the “SNMP Tarp IP Address“ options. 

• Out of Band-Using LAN Port Interface
Out-of-band interface refers to transport SNMP data of ARC-8050E 
RAID storage from a remote station connected to the control-
ler through a network cable. Before launching the SNMP manager 
on clinet, you need first to enable the firmware-embedded SNMP 
agent function and no additional agent software inquired on your 
server system. If you need additional information about installation 
and start-up this function, see section 6.8.6 "SNMP Configuration" 
on ARC-8050E user manual.

• In-Band-Using PCIe Host Bus Interface 
In-band interface refers to management of the SNMP data of ARC-
8050E RAID storage from a PCIe host bus. In-band interface is 
simpler than out-of-band interface for it requires less hardware 
in its configuration. Since the ARC-8050E RAID storage is already 
connected with host system, no extra connection is necessary. 
Just load the necessary in-band Areca SNMP extension agent for 
the controllers. Before launching the SNMP agent in the sever, you 
need first to enable the firmware-embedded SNMP community 
configuration and install Areca SNMP extension agent in your 
server system. If you need additional information about installation 
and start-up the function, see Appendix C of "SNMP Operation & 
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Installation" on ARC-8050E user manual.

Single Admin Portal (SAP) Monitor

This utility can scan for multiple RAID units on the network and 
monitor the controller set status. For additional information, see 
the utility manual (SAP) in the packaged CD or download it from 
the web site http://www.areca.com.tw.

2.6 Hot-plug Drive Replacement

The ARC-8050E RAID subsystem supports the ability of performing 
a hot-swap drive replacement without powering down the system. 
A disk can be disconnected, removed, or replaced with a different 
disk without taking the system off-line. The ARC-8050E RAID stor-
age rebuilding will be processed automatically in the background. 
When a disk is hot swapped, the ARC-8050E RAID storage may be 
no longer fault tolerant. Fault tolerance will be lost until the hot 
swap drive is subsequently replaced and the rebuild operation is 
completed. 

2.6.1 Recognizing a Drive Failure 

A drive failure can be identified in one of the following ways: 
1. An error status message lists failed drives in the event log. 
2. Fault LED illuminates on the front of driver tray if failed  
    drives are inside. 

2.6.2 Replacing a Failed Drive

With our ARC-8050E RAID storage drive tray, you can replace a 
defective physical drive while your computer is still operating. 
When a new drive has been installed, data reconstruction will be 
automatically started to rebuild the contents of the disk drive. The 
capacity of the replacement drives must be at least as large as 
the capacity of the other drives in the RAID set. 
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Note: 

The capacity of the replacement drives must be at least 
as large as the capacity of the other drives in the raid set. 
Drives of insufficient capacity will be failed immediately by 
the RAID controller without starting the “Automatic Data 
Rebuild”.
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Appendix A

 Understanding RAID
 
RAID is an acronym for Redundant Array of Independent Disks. It 
is an array of multiple independent hard disk drives that provides 
high performance and fault tolerance. The RAID controller imple-
ments several levels of the Berkeley RAID technology. An appro-
priate RAID level is selected when the volume sets are defined 
or created. This decision should be based on the desired disk 
capacity, data availability (fault tolerance or redundancy), and 
disk performance. The following section discusses the RAID levels 
supported by the RAID controllers.

The RAID controllers makes the RAID implementation and the 
disks’ physical configuration transparent to the host operating 
system. This means that the host operating system drivers and 
software utilities are not affected, regardless of the RAID level 
selected. Correct installation of the disk array and the control-
ler requires a proper understanding of RAID technology and the 
concepts. 

RAID 0

RAID 0, also referred to as striping, writes stripes of data across 
multiple disk drives instead of just one disk drive. RAID 0 does 
not provide any data redundancy, but does offer the best High-
speed data throughput. RAID 0 breaks up data into smaller blocks 
and then writes a block to each drive in the array. Disk strip-
ing enhances performance because multiple drives are accessed 
simultaneously; the reliability of RAID level 0 is less because the 
entire array will fail if any one disk drive fails. 
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RAID 1

RAID 1 is also known as “disk mirroring”; data written on one 
disk drive is simultaneously written to another disk drive. Read 
performance will be enhanced if the array controller can, in 
parallel, access both members of a mirrored pair. During writes, 
there will be a minor performance penalty when compared to 
writing to a single disk. If one drive fails, all data (and software 
applications) are preserved on the other drive. RAID 1 offers 
extremely high data reliability, but at the cost of doubling the 
required data storage capacity. 
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RAID 10(1E)

RAID 10(1E) is a combination of RAID 0 and RAID 1, combing 
stripping with disk mirroring. RAID Level 10 combines the fast 
performance of Level 0 with the data redundancy of level 1. In 
this configuration, data is distributed across several disk drives, 
similar to Level 0, which are then duplicated to another set of 
drive for data protection. RAID 10 has been traditionally imple-
mented using an even number of disks, some hybrids can use 
an odd number of disks as well. Illustration is an example of a 
hybrid RAID 10(1E) array comprised of five disks; A, B, C, D and 
E. In this configuration, each strip is mirrored on an adjacent disk 
with wrap-around. Areca RAID 10 offers a little more flexibility in 
choosing the number of disks that can be used to constitute an 
array. The number can be even or odd.

RAID 3

RAID 3 provides disk striping and complete data redundancy 
though a dedicated parity drive. RAID 3 breaks up data into 
smaller blocks, calculates parity by performing an exclusive-or 
on the blocks, and then writes the blocks to all but one drive in 
the array. The parity data created during the exclusive-or is then 
written to the last drive in the array. If a single drive fails, data is 
still available by computing the exclusive-or of the contents cor-
responding strips of the surviving member disk. RAID 3 is best 
for applications that require very fast data- transfer rates or long 
data blocks.
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RAID 5

RAID 5 is sometimes called striping with parity at byte level. In 
RAID 5, the parity information is written to all of the drives in the 
controllers rather than being concentrated on a dedicated parity 
disk. If one drive in the system fails, the parity information can 
be used to reconstruct the data from that drive. All drives in the 
array system can be used for seek operations at the same time, 
greatly increasing the performance of the RAID system. This 
relieves the write bottleneck that characterizes RAID 4, and is the 
primary reason that RAID 5 is more often implemented in RAID 
arrays.
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RAID 6

RAID 6 provides the highest reliability. It is similar to RAID 5, but 
it performs two different parity computations or the same compu-
tation on overlapping subsets of the data. RAID 6 can offer fault 
tolerance greater than RAID 1 or RAID 5 but only consumes the 
capacity of 2 disk drives for distributed parity data.  RAID 6 is an 
extension of RAID 5 but uses a second, independent distributed 
parity scheme. Data is striped on a block level across a set of 
drives, and then a second set of parity is calculated and written 
across all of the drives.

RAID x0

RAID level-x0 refers to RAID level 00, 100, 30, 50 and 60. RAID 
x0 is a combination multiple RAID x volume sets with RAID 0 
(striping). Striping helps to increase capacity and performance 
without adding disks to each RAID x array. The operating system 
uses the spanned volume in the same way as a regular volume. 
Up to one drive in each sub-volume (RAID 3 or 5) may fail with-
out loss of data. Up to two drives in each sub-volume (RAID 6) 
may fail without loss of data. RAID level x0 allows more physi-
cal drives in an array. The benefits of doing so are larger volume 
sets, increased performance, and increased reliability.
 
The following illustration is an example of a RAID level x0 logical 
drive.
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Important: 

RAID level 00, 100, 30, 50 and 60 can support up to eight 
RAID set. If volume is RAID level 00, 100, 30, 50, or 60, you 
can’t change the volume to another RAID level. If volume is 
RAID level 0, 1, 10(1E), 3, 5, or 6, you can’t change the vol-
ume to RAID level 00, 100, 30, 50, or 60.

JBOD

(Just a Bunch Of Disks) A group of hard disks in a RAID box are 
not set up as any type of RAID configuration. All drives are avail-
able to the operating system as an individual disk. JBOD does not 
provide data redundancy.

Single Disk (Pass-Through Disk)

Pass through disk refers to a drive that is not controlled by the 
RAID firmware and thus can not be a part of a RAID volume. The 
drive is available to the operating system as an individual disk.
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Summary of RAID Levels

6Gb/s SAS RAID controller supports RAID Level 0, 1, 10(1E), 3, 
5, 6, 30, 50 and 60. The following table provides a summary of 
RAID levels.

RAID Level Comparsion

RAID
Level

Description Disks 
Requirement 
(Minimum)

Data 
Availability

0 Also known as striping.
Data distributed across multiple 
drives in the array. There is no data 
protection.

1 No data 
Protection

1 Also known as mirroring.
All data replicated on 2 separated 
disks. N is almost always 2. Due to 
this is a 100 % duplication, so is a 
high costly solution.

2 Up to one disk 
failure

10(1E) Also known as mirroring and 
striping.
Data is written to two disks 
simultaneously, and allows an odd 
number or disk. Read request can 
be satisfied by data read from 
wither one disk or both disks.

3 Up to one disk 
failure in each 
sub-volume

3 Also known Bit-Interleaved Parity.
Data and parity information is 
subdivided and distributed across 
all data disks. Parity information 
normally stored on a dedicated 
parity disk.

3 Up to one disk 
failure

5 Also known Block-Interleaved 
Distributed Parity.
Data and parity information is 
subdivided and distributed across all 
disk. Parity information normally is 
interspersed with user data.

3 Up to one disk 
failure
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RAID Level Comparsion

RAID
Level

Description Disks 
Requirement 
(Minimum)

Data 
Availability

0 Also known as striping.
Data distributed across multiple 
drives in the array. There is no data 
protection.

1 No data 
Protection

1 Also known as mirroring.
All data replicated on 2 separated 
disks. N is almost always 2. Due to 
this is a 100 % duplication, so is a 
high costly solution.

2 Up to one disk 
failure

10(1E) Also known as mirroring and 
striping.
Data is written to two disks 
simultaneously, and allows an odd 
number or disk. Read request can 
be satisfied by data read from 
wither one disk or both disks.

3 Up to one disk 
failure in each 
sub-volume

3 Also known Bit-Interleaved Parity.
Data and parity information is 
subdivided and distributed across 
all data disks. Parity information 
normally stored on a dedicated 
parity disk.

3 Up to one disk 
failure

5 Also known Block-Interleaved 
Distributed Parity.
Data and parity information is 
subdivided and distributed across all 
disk. Parity information normally is 
interspersed with user data.

3 Up to one disk 
failure

6 RAID 6 provides highest reliability, 
but not widely used. Similar to 
RAID 5, but does two different 
parity computations or the same 
computation on overlapping subsets 
of the data. The RAID 6 can offer 
fault tolerance greater that RAID 
1 or RAID 5 but only consumes 
the capacity of 2 disk drives for 
distributed parity data.

4 Up to two disk 
failure

30 RAID 30 is a combination multiple 
RAID 3 volume sets with RAID 0 
(striping)

6 Up to one disk 
failure in each 
sub-volume

50 RAID 50 is a combination multiple 
RAID 5 volume sets with RAID 0 
(striping)

6 Up to one disk 
failure in each 
sub-volume

60 RAID 60 is a combination multiple 
RAID 6 volume sets with RAID 0 
(striping)

8 Up to two disk 
failure in each 
sub-volume


